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Abstract-- This paper proposes a multi-agent system for 

restoration of an electric power distribution network that can 
perform an efficient and fast switching operation to isolate faults, 
restore power to the de-energized area, and secure critical loads. 
Local or distributed generation (DG) is present in the network 
but has a limited capability to serve the entire microgrid load. In 
this paper, the multi-agent system (MAS) is designed, developed 
and implemented in JAVA Agent Development Framework 
(JADE). Simulation results show that the proposed MAS is able 
to achieve a real-time restoration of the microgrid and secure 
critical loads upon the occurrence of an upstream fault. 
 

Index Terms—Power system reconfiguration, multi-agent 
system, JADE, microgrid, and distributed generation.  

I.  INTRODUCTION 
ICROGRID is a subset of a power distribution network 
that consists of small-scale power generating sources 
serving local loads [1]. A microgrid is capable of either 

operating in parallel with a utility grid or running 
autonomously in an islanded mode [2]. This feature makes it 
robust and resilient against unpredictable upstream outages. A 
microgrid can provide many advantages to a utility or its 
customers. These include, for example, reducing electricity 
delivery costs, and improving reliability and efficiency of 
electricity grids. Furthermore, in case of a fault or disturbance 
occurs in the utility grid, a microgrid is also able to detect, 
isolate, and restore power back to its critical loads by its 
internal generation. In such an emergency situation, a 
microgrid can perform load shedding in order to secure its 
critical loads and prevent power failure in a local area.  

 In a distribution power system, faults and outages are likely 
to occur. This is because distribution lines are not insulated 
and are exposed to the external environment such as tree 
branches. In order to improve reliability of a local power 
system, the process of fault detection, isolation and restoration 
is indispensable. In practice, once a fault occurs, it will be 
detected and isolated by overcurrent relays, in conjunction 
with reclosers or switches that experience the fault current. 
The follow-on step after the faulted section is isolated is to 
reconfigure the system to the desired post-fault topology. This 
is in order to re-energize power back to the unaffected areas as 
much as possible.  
 

Fundamentally, power system restoration comprises of two 
sequential steps [3]. The first step is to determine an optimal 
(sub-optimal) post-fault topology while subjected to the 
system constraints after fault such as power balance and lines 
limit. The second step is to determine a switching operation 
sequence after obtaining the post-fault target topology of the 
system from the first step. A complex decision-making 
process is indeed needed to determine an optimal (sub-
optimal) post-fault topology of a microgrid as well as the 
corresponding operational switching sequence.  

In recent years, there are many proposed approaches that 
deal with microgrid restoration, which can be broken down 
into 4 categories: heuristic [4]-[7], expert systems (ESs) [8]-
[10], mathematical programming (MP) [9, 11], and soft 
computing [7, 10, 12, 13]. Heuristics and ESs have been used 
extensively, but they both have their own deficiencies with 
respect to the optimality of solutions. MP, on the other hand, 
is able to yield the optimal solution but it needs some 
engineering judgment in formulating restoration problems and 
requires long execution time [14]. Although soft computing 
methods are easy to implement, the optimal solution cannot be 
obtained in the true sense. Also, it needs long computation 
time to obtain an optimal solution. 
 A multi-agent system (MAS), consisting of multiple 
distributed intelligent agents [15], is one of the promising 
approaches in order to deal with power system restoration 
tasks. Multi-agent systems are adaptive, self-aware and semi-
autonomous or autonomous that can respond to the external 
environment rapidly with or without human intervention. The 
MAS can provide a rapid and timely solution by using only a 
decentralized database. This paper proposes a multi-agent 
system-based restoration algorithm for an electric power 
distribution network with local generation. Agents are 
working, communicating and collaborating with each other to 
find a desired post-fault topology and its corresponding 
switching sequence. In this paper, the power system 
restoration framework, the MAS design, the MAS architecture 
and its implementation are discussed in details. 

II.  POWER SYSTEM RESTORATION FRAMEWORK 
The power system restoration framework presented in this 

paper restores power back to the microgrid by minimizing the 
amount of internal loads unserved after an occurrence of an 
upstream fault. The proposed framework comprises: the power 
system restoration algorithm and the agent negotiation 
process, which are further described below.  

Four assumptions are made for this simulation study: 
1. All circuit breakers are controllable and IP-enabled. 

 
Warodom Khamphanchai, Student Member, IEEE, Manisa Pipattanasomporn, Member, IEEE, and 

Saifur Rahman, Fellow, IEEE 

A Multi-Agent System for Restoration of an Electric 
Power Distribution Network with Local Generation 

M 

978-1-4673-2729-9/12/$31.00 ©2012 IEEE



 2

2. Communications among agents resided at buses, DGs, 
and loads are peer-to-peer based and can be facilitated 
by LAN or wireless LAN. 

3. Line losses are excluded from the analysis. 
4. A 3-phase fault occurs at a network branch resulting in 

a permanent upstream interruption. 

A.  Power System Restoration Algorithm 
The proposed restoration algorithm is designed to maximize 

the amount of loads served.  
∈ேܮߙݔܽ݉   (1) 

Where,  ܮ	 : load at bus i ߙ : decision variable indicating restoration status 
ߙ) = 1: restored;	ߙ = 0: not restored) 

N : total number of load buses in the microgrid 
 

The following constraints associated with the power system 
restoration model are taken into account. 

1) Power balance between supply and demand at all load 
buses: 

Where,  Σ ܲ	 : power flow from all branches attached to/ 
originated from bus i ܶ : total number of branches attached to bus i ܨ : total number of branches originating from bus i 

 
2) Capacity limitation of available internal power sources 

for restoration: 

Where,  ܲ	 : power flow of directed branch e ( ܲ ≥ ݔ)  : decision variable of branch eݔ (0 = 	1  if branch 
e, in the set ܨ, is included in the restoration 
path, otherwise ݔ =   : available restoration power from energized bus qܩ  : the set of branches with starting node qܨ (0	

S : the set of energized buses (i.e. buses with 
internal generation) in the microgrid 

 
3) Limits on branch power flow: 
 

Where,  ܲ : power flow of branch k ܷ : power flow limitation of branch k ܤ : total number of directed branches in the 
microgrid 

 

B.  Multi-Agent Negotiation Process  
Typically, the power system restoration process consists of 

finding the post-fault target topology and the switching 
sequence. In order to obtain these targets, the proposed agents 

will communicate, negotiate and collaborate with each other.  
In this paper, there are four types of agents: facilitator agent 

(FA), bus agent (BA), load agent (LA), and distributed 
generator agent (DGA). FA acts as a centralized agent 
residing in the main control center. BA contains LA and DGA.  

Agents resided at every bus in the microgrid will follow the 
negotiation strategies described below. 

1. If there are multiple branches that can fully energize a 
bus, the BA of that bus selects the branch with the highest 
availability of power for restoration.  

2. If the amount of power available for restoration is 
insufficient, the corresponding BA tries to negotiate with its 
neighboring BAs to explore available DGs in the network.  

3. With the availability of controllable DGs at its 
neighboring bus, BA tries to negotiate with its adjacent BA that 
has DGs to supply power to meet its demand. 

4. In the case of insufficient power for restoration, load 
shedding scheme will be performed. BA will communicate and 
decide on load shedding schemes based on the preset load 
priority. 

III.  THE MAS ARCHITECTURE AND DESIGN 
This section introduced the proposed MAS architecture, the 

agents’ application design and behaviors design for power 
system reconfiguration applications in a microgrid.  

A.  Agent Architecture  
The proposed MAS comprises of four types of agents. Their 

responsibilities are defined below.  
1. Facilitator Agent (FA): A FA acts as a decision-making 

manager. It maps a microgrid topology by using agents’ 
services, and is responsible for acquiring knowledge from 
other agents and its external environment. FA is designed to 
respond to an upstream fault, ensuring that the desired post-
fault network configuration is met and the network switching 
sequence is performed correctly with respect to the network 
topology. 

2. Bus Agent (BA): A BA overlays at each bus in the 
network. It acts as a coordinator between the facilitator agent 
(FA) and its corresponding load agent (LA). BA is designed to 
find a post-fault network configuration by interacting with its 
corresponding LA, distributed generator agent (DGA), and 
other BAs. BA monitors bus parameters, such as power flow 
to/from the bus, bus voltage, bus current, load power, and the 
status of circuit breakers connected to the bus. It also checks 
that all system constraints described in Section II(A) are not 
violated. During an outage, if the bus experiences a loss of 
voltage, the corresponding BA will start negotiating with its 
neighboring BAs. This is in order to restore power to the de-
energized area. 

  3. Load Agent (LA): A LA resides at any bus that has 
connected load. LA monitors load parameters, such as voltage, 
current, and active power consumptions. Due to the fact that 
loads have different priorities, LA will need to know its own 
priority as well. During an outage, if there is not enough 
power available to serve all loads connected to system, BAs 
will send a control signal to LAs to secure critical loads by 
shedding non-critical loads. 

 ܲ −  ܲ − ܮߙ = 0			(݅ ∈ ܰ)∈ி∈்  (2) 

								 ܲݔ ≤ ∈ிܩ 	ݍ)			 ∈ ܵ) (3) 

					| ܲ| 	≤ ܷ			(݇	 ∈  (4) (ܤ
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VI.  CONCLUSIONS  
The simulation result shows that the proposed MAS can 

perform network reconfiguration and restore power to the de-
energized area while satisfying the specified network 
constraints. The demonstration of the MAS includes both full 
restoration and path finding for restoration. The MAS is 
capable of securing critical loads, performing load shedding 
for non-critical loads, as well as controlling the use of DG. 
The simulation results indicate that the microgrid is 
reconfigured and restored within 0.4 sec after the fault which 
equivalent to 24 cycles (60Hz). This indicates that the 
proposed MAS can provide the post-fault network restoration 
service with a suitable switching operation in a timely manner, 
thus contributing to increasing the reliability and resiliency of 
a local electrical distribution network. 
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